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Problem Statement

Recent advances in Deep Learning allow to predict 
molecular information from morphological features within 
Whole Slide Images (WSIs). While promising, current 
methods lack the robustness to fully replace direct 
sequencing. 

Goal

Here we aim to improve existing methods by introducing a 
model-agnostic framework that allows to inject prior 
knowledge on gene-gene interactions into Deep Learning 
architectures.

High Level Approach

General Workflow Gene Expression Prediction

General workflow of predicting gene expression from Whole Slide Images. First, the WSI is processed by an encoder, which extracts patches, their 
corresponding features, and aggregates them into a single WSI embedding. Then, a predictor transforms the embedding into expression predictions for 
25,761 genes. We evaluate our model-agnostic framework by considering two feature extractors (CTrans (ctr) and UNI) and three aggregators (MLP, 
Transformer (tf) and SummaryMixing (smx)).

Framework Architecture

Overview of the framework. First, we transform prior knowledge (gene-
gene interaction network) into gene embeddings G using a representation 
learning technique. The Encoder transforms the WSI into an embedding 
w. We then inject the gene embeddings into the Predictor by linearly 
transforming w into gene predictions gpk using a weighted sum of the 
linear predictor layer A, and the gene embeddings G. Hyperparameter λ 
controls the effect of prior knowledge.

Representation Learning
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Each prior knowledge co-expression graph can be represented by an 
adjacency matrix. We compress this high-dimensional information into 
low-dimensional gene embeddings by employing Nonnegative Matrix 
Factorization (NMF), which minimizes the Frobenius Norm.
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In our research, we exploit gene co-expression as prior knowledge. We 
define a pair of genes (i, j) to be co-expressed if the Pearson correlation 
Rij between their respective expression levels (pi, pj) exceeds a threshold. 
We consider three sources of prior knowledge: internal (TCGA-BRCA), 
external (Cancer Gene Neighborhood of MsigDB) and combined.

Evaluation

We evaluated the number of significantly predicted genes across 18 
experiments, including three sources of prior knowledge and six deep 
learning architectures, on both TCGA-BRCA (upper table) and CPTAC-
BRCA (lower table). Across 14 experiments we observed an increase in 
the number of significant genes on both TCGA and CPTAC, demonstrating 
an enhanced generalization performance.

/in/maxhallemeesch

max@hallemeesch.net

github.com/maxhallemeesch/PRALINE


